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The	completed	2MTF	survey	consists	of	2,062	galaxies	with	Tully-Fisher	
based	peculiar	velociMes	

Howle+	et.	al.,	2017c	
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Targets	were	selected	from	the	2MASS	redshiP	survey	with	K<11.25	and	
cz<10,000	km/s	and	axis	raMo	b/a<0.5	->	6,600	targets	

HI	width	measurements	were	obtained	from	a	combinaMon	of	archival	
data,	the	ALFALFA	100%	dataset	,	and	new	Parkes	and	GBT	observaMons.	

Only	high-quality	observaMons	with	S/N>5	and	relaMve	error	<10%	were	
used	->	2,062	objects	in	total	each	with	HI	widths	and	J,	H,	K	imaging.		

For	objects	with	mulMple	HI	observaMons	we	preferenMally	take	more	
recent	measurements,	i.e.,	ALFALFA/Parkes/GBT.	
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Figure 3. Sky coverage in galactic coordinates of 10,904 galaxies in the combined data sets of 2MTF and 6dFGSv. The colour of the
points refers to the galaxy redshift, according to the colour bar on the right-hand side of the plot.

Figure 4. Redshift distribution of the data sets in the CMB
frame. The gray bars are for the combined data set. The light-
green line is for the 6dFGSv, while the blue line is for the 2MTF.

is the distribution of possible bulk flows. Hence, measure-
ments of our local bulk flow at di↵erent depths can be used
to test the cosmological model. If such measurements agree
with the distribution of possible ⇤CDM predicted bulk flows,
then ⇤CDM constitutes a probable cosmological model. If
we were to measure a bulk flow significantly outside the ex-
pected distribution of bulk flows this could indicate that the
⇤CDM model is incorrect.

Measuring the bulk flow velocity at some depth requires
finding the value for the 3-dimensional velocity at the loca-
tion of an observer that maximises the likelihood of observ-
ing a particular configuration of log-distance ratios or pecu-
liar velocities. However, this process is complicated by the

fact that the relationship between ⌘ and v is non-linear and
that real observations of galaxy velocities are only along the
line-of-sight and often have some degree of anisotropy and
(possibly non-Gaussian) measurement error. With these as-
sumptions and caveats in mind, in this section we present
three methods for measuring the maximum likelihood bulk
flow given a set of ⌘ measurements, which will then be tested
using our mock galaxy catalogues in Section 5.

All three of these methods are based on similar max-
imum likelihood methods, however they di↵er crucially in
how they model the relationship between the measurements
of ⌘ and the model bulk flow, ÆB. The first two convert the
measurements of ⌘ into peculiar velocities using di↵erent es-
timators, namely those of Davis & Scrimgeour (2014) and
Watkins & Feldman (2015). As such we name these the
dMLE and wMLE bulk flow estimators. Our third method,
which we will show is superior for the 2MTF and 6dFGSv
datasets, instead converts the model bulk flow from velocity-
space to ⌘-space and compares this directly to the measure-
ments. We name this the ⌘MLE method.

4.1 Maximum likelihood bulk flow in velocity
space

Kaiser (1988) writes the likelihood of observing a set of n
peculiar velocities vn given a bulk flow ÆB as

L( ÆB,�?) =
N÷
n=1
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where r̂n is the unit vector pointing to the n-th galaxy, �n is
the measurement error of vn and �? is the typical 1D non-
linear velocity dispersion, usually assumed to be ⇠ 300 km
s�1 (Sarkar et al. 2007; Scrimgeour et al. 2016). The max-

MNRAS 000, 1–16 (2017)
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Figure 4. Tully-Fisher relations for 2MTF galaxies in the J, H and K bands (left to right). The red solid lines are the TF template relations in the three bands.
By making a 50 × 50 grid on the Tully-Fisher relation surface logW − M , we counted the number of galaxies falling in every grid point, and took these
counts as the number density of the Tully-Fisher plot, which are indicated by the color contours.

3.4 Malmquist bias correction

The term ‘Malmquist bias’ describes a set of biases originating
from the spatial distribution of objects. There are two types of bi-
ases that one may consider. Inhomogeneous Malmquist bias arises
from local density variations along the line of sight, and is much
more pronounced when one is working in real space. This is be-
cause, as explained by Strauss & Willick (1995), the large dis-
tance errors cause the observer to measure galaxy distances scat-
tered away from overdense regions in real space. In contrast, the
much smaller redshift errors mean that this effect is insignificant
in redshift space. While some other TF catalogs, such as SFI++,
included galaxy distances in real space, the fact that we operate in
redshift space means that inhomogeneous Malmquist bias is negli-
gible. However, we must account for the second type of Malmquist
bias, homogeneous Malmquist bias.

Homogeneous Malmquist bias comes about as a consequence
of the selection effects of the survey, which cause galaxies to be
preferentially included or excluded from the survey, depending on
their distance. Ideally, the survey selection function is a known an-
alytical function, allowing for a relatively straightforward correc-
tion for selection effects. However, galaxy peculiar velocity sur-
veys often have complex selection functions, requiring ad hoc ap-
proximations in the application of Malmquist bias corrections (e.g.,
Springob et al. 2007).

In the case of 2MTF, we used homogeneous criteria in de-
termining which galaxies to observe. As explained in Section 2,
all 2MRS galaxies with K< 11.25 mag, cz < 10, 000 km/s, and
b/a < 0.5 that also met our morphological selection criteria were
targeted for inclusion in the sample. However, many of the targeted
galaxies were not included in the final sample, because there was
no H I detection, the detection was marginal, or there was some
other problem with the spectrum that prevented us from making an
accurate Tully-Fisher distance estimate.

We thus adopt the following procedure for correcting for
Malmquist bias (explained in more detail by Springob et al. in
prep.):

1) Using the stepwise maximum likelihood method
(Efstathiou et al. 1988), we derive the K-band luminosity
function for all galaxies in 2MRS that meet our K-band apparent
magnitude, Galactic latitude, morphological, and axis ratio criteria.
For this purpose, we include galaxies beyond the 10,000 km/s
redshift limit, to simplify the implementation of the luminosity
function derivation. For this sample, which we designate the

‘target sample’, we fit a Schechter function (Press & Schechter
1974), and find Mk∗ = −23.1 and α = −1.10. (The stepwise
maximum likelihood method does not determine the normalization
of the luminosity function, but that is irrelevant for our purposes
anyway.) We note that this luminosity function has a steeper faint
end slope than the 2MASS K-band luminosity function derived by
Kochanek et al. (2001), who find α = −0.87.

2) We next assume that the ‘completeness’, which in this case
we take to mean the fraction of the target sample that is included
in our 2MTF peculiar velocity catalog for a given apparent magni-
tude bin, is a simple function of apparent magnitude, which is the
same across the sky in a given declination range. We compute this
function, simply taking the ratio of observed galaxies to galaxies
in the target sample for K-band apparent magnitude bins of width
0.25 mag, separately for two sections of the sky: north and south
of δ = −40◦. This divide in the completeness north and south of
δ = −40◦ is due to the fact that the GBT’s sky coverage only goes
as far south as −40◦, and the galaxies south of that declination
were only observed by the somewhat smaller (and therefore less
sensitive) Parkes telescope.

3) Finally, for every galaxy in the 2MTF peculiar velocity
sample, we take the uncorrected log(dz/d∗TF) value, and the error
ϵd, and compute the initial probability distribution of log(dz/dTF)
values, assuming that the errors follow a normal distribution in
these logarithmic units. For each possible value of the loga-
rithmic distance ratio log(dz/dTF,i) within 2σ of the measured
log(dz/d

∗
TF), we weight the probability by wi, where 1/wi is the

completeness (as defined in Step 2) integrated across the entire
K-band luminosity function (derived in Step 1), evaluated at the
log(dz/dTF,i) in question. Note that this involves converting the
completeness from a function of apparent magnitude to a function
of absolute magnitude, using the appropriate distance modulus for
the distance in question.

From these newly re-weighted probabilities, we calculate
the mean probability-weighted log(distance), as well as the cor-
rected logarithmic distance ratio error. This is our Malmquist bias-
corrected logarithmic distance.

The histograms of the logarithmic distance ratios log
dcz
dTF

with the errors are shown in Figure 5 and Figure 6 respectively.
The Tully-Fisher distances plotted here are all Malmquist bias-
corrected. A histogram of the relative errors of linear Tully-Fisher
distances dTF is plotted in Figure 7. The mean errors of the Tully-
Fisher distances are around 22% in all three bands.

Template	TF	relaMons	were	fit	
using	an	addiMonal	888	cluster	
galaxies	(Masters	et.	al.,	2008)	

CorrecMons	for	homogenous	
Malmquist	bias	were	included	
by	esMmaMng	the	
completeness	using	the	target	
and	observed	K-band	
luminosity	funcMons	and	
reweighMng	the	measured	
‘log-distance	raMo’	(Springob	
et.	al.,	2015)	

Hong	et.	al.,	2014	
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Figure 3. Histograms of the log-distance ratios (left), errors in the log-distance ratios (middle) and relative error in the distances (right) for the 2MTF galaxies.
The upper row shows the data before the correction for Malmquist bias, the bottom row is the data after the correction was applied. Different colours show the
data from the three separate fits to the TF relation for the three photometric (J, H and K) bands.

absolute magnitudes inferred from the TF relation. In the 2MTF
catalogue, distances are presented as log-distance ratios, !d, the
logarithm of the ratio of the distance calculated using the mea-
sured redshift, Dz, and the true comoving distance, DH. The Tully–
Fisher relation was fitted separately for these three bands to a dis-
tinct sample of 888 cluster galaxies using a revised version of the
method in Masters et al. (2008). The method for calculating the
absolute magnitude of each galaxy, including internal dust and k-
corrections is also detailed in Masters et al. (2008). The log-distance
ratio can be calculated from the difference in absolute magnitudes
!M = Mobs − M(W), where Mobs is the observed corrected absolute
magnitude and M(W) is that inferred from the TF relation, via

!d = log
(

Dz

DH

)
= −!M

5
. (3)

Hence if the errors in the distance measurements are log-normal,
the errors in the log-distance ratio are Gaussian. However, the exact
conversion from log-distance ratios to a peculiar velocity is gen-
erally non-linear and gives a non-Gaussian PDF for the peculiar
velocity (cf. Johnson et al. 2014; Springob et al. 2014; Scrimgeour
et al. 2016). We demonstrate that there are estimators and variable
transformations that allow the Gaussian nature of the measurements
to be retained and related to the peculiar velocity (see Section 3).

Finally, the distance measurements are corrected for homoge-
neous Malmquist bias (Malmquist 1924), arising from the fact that
objects at higher redshift probe larger cosmological volumes, and
are often intrinsically brighter than their nearby counterparts to be
measurable. This is done using the method described in Springob
et al. (2016). Histograms of the log-distance ratios and their er-
rors in the J, H and K bands before and after the correction for
Malmquist bias are shown in Fig. 3. As expected the distribution
of log-distance ratios is generally Gaussian, with typical scatter

0.074 and 0.085 before and after the correction for Malmquist bias.
The average error given to the log-distance ratios is 0.097, which
has contributions from observational errors and the intrinsic scatter
in the TF relation. The latter component dominates the error bud-
get, as can be seen comparing the mean error and the scatter. The
separate measurements in the three photometric bands are highly
consistent (and highly correlated as shown in Section 2.1.1). The
measurements with and without the correction for Malmquist bias
are also highly consistent, with a small shift in the log-distance
ratios towards zero when the Malmquist bias is removed. Overall,
the typical error on the log-distance ratios, from both observational
and intrinsic sources, is ∼7 per cent. Although the corresponding
linear distances are non-Gaussian and their error cannot be eas-
ily quantified, this roughly corresponds to a ∼22 per cent linear
distance error.

2.1.1 Using the 2MTF distance measurements

Three separate distance measurements were obtained for each
galaxy using the K-, H- and J-band photometry. As the photometry
in these bands comes from the same survey and each of the template
relations uses the same H I line-width as a measure of the velocity
dispersion, we expect these distance measurements to be highly
correlated. To explore this we calculate the cross-correlation coef-
ficients from the data itself, averaging over all 2062 galaxies in the
final 2MTF sample. As expected the cross-correlation coefficients
between the three bands are very high, {ρKH, ρKJ, ρHJ} = {0.983,
0.981, 0.993} and {0.986, 0.978, 0.985} for the measurements with
and without the Malmquist bias correction, respectively.

We test that the correlation coefficients for the 2MTF data set do
not vary as a function of redshift by computing them in four equally

MNRAS 471, 3135–3151 (2017)
Downloaded from https://academic.oup.com/mnras/article-abstract/471/3/3135/3873951
by The University of Western Australia user
on 31 August 2018
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Figure 5. The errors in the log-distance ratios of the 2MTF data (cir-
cle points), colour-coded based on the log-distance ratio itself and plotted
alongside the best-fitting model (black line) used to generate the errors in the
mocks. The blue squares show the mean and standard deviation of the data in
bins of width cz = 1000 km s−1. The bottom panel shows these standard de-
viations themselves as a function of redshift alongside a best-fitting model,
which highlights how the scatter about our best fit for the errors also has
a slight trend with redshift. We use a combination of these two best-fitting
lines to estimate the mean and variance of the Gaussian PDF from which the
error on a galaxy with some redshift is generated. The colour-coding of the
points suggests that any correlation between the errors and the log-distance
ratios is small, and so is not accounted for in this work. The open triangles
show points removed by 4σ -clipping which are not used in the fits.

Gaussian distribution with mean σ ("d) and standard deviation ϵ.
The errors are then used to perturb the measurements for each galaxy
from its true value, again assuming a Gaussian distribution.

3 TH E O RY A N D M O D E L L I N G

3.1 Gaussian theory

In order to extract a measurement of the velocity power spectrum
from the 2MTF data we use the method of Macaulay et al. (2012)
and Johnson et al. (2014). All modelling is done at z = 0, which is
close to the mean redshift of the 2MTF data. Our measurements of
the velocity field are in the form of line-of-sight peculiar velocities
s(x) = v(x) · r̂ . Under the assumption that the velocities v(x) are
drawn from a Gaussian distribution with zero mean, the probability
of observing a set of line-of-sight peculiar velocities s is given by

L(θ ) = 1
2π|C(θ)|

exp
(

−1
2

sT C(θ )−1s
)

. (4)

The velocity covariance matrix C for this set of observations de-
pends on the underlying cosmological model and parameters θ , and
the relative positions of the galaxies in the data vector s. For two
galaxies, i and j, we have Cij = ⟨si(xi)sj (xj )⟩. From equation (4)
we can calculate the likelihood of measuring our set of peculiar ve-
locities given some underlying cosmological model. Using Bayes’
theorem, we can then calculate the posterior distribution of a set
of cosmological parameters given our peculiar velocity data set,
the likelihood in equation (4), and the priors and method given in
Section 3.5.

Theoretical modelling of the correlations between velocities in
disparate locations is typically done in terms of the velocity power
spectrum Pvv(k, a), or the velocity divergence power spectrum

Pθθ (k, a). The relationship between the two on linear scales at
z = 0 is (e.g. Coles & Lucchin 1995; equation 18.1.13)

Pvv(k) =
(

H0f (k)
k

)2

Pθθ (k). (5)

This relationship between the velocity power spectrum and velocity
divergence power spectrum follows from equation (1). Our likeli-
hood evaluation requires the covariance matrix in real-space, but we
can write this in terms of the velocity power spectrum by first using
Fourier transforms to relate it to the peculiar velocities in k-space,

Cij (xi , xj ) =
∫

d3k

(2π)3
eik·xi

∫
d3k′

(2π)3
e−ik′·xj ⟨si(k)s∗

j (k′)⟩, (6)

then substituting the line-of-sight PVs for the underlying velocities
and writing their variance in terms of the velocity power spectrum.
Separating the resulting integral into radial and angular components
we find

Cij (xi , xj ) = H 2
0

2π2

∫
dkf 2(k)Pθθ (k, a)W (xi , xj , k), (7)

where

W (k, xi , xj ) =
∫

d2k

4π
eik·(xi−xj )(x̂i · k̂)(x̂j · k̂). (8)

Ma, Gordon & Feldman (2011) give an analytic expression for the
window function in terms of the comoving distance to the two galax-
ies, their radial separation Aij = |r i − rj | and the angle between
them αij = cos−1(x̂i · x̂j ),

W (k, xi , xj ) = 1/3[j0(kAij ) − 2j2(kAij )]cos(αij )

+ A−2
ij j2(kAij )xixj sin2(αij ). (9)

Given a sample of galaxies with measured positions, redshifts
and peculiar velocities, we can apply the following steps.

(i) Adopt a given cosmological model to convert the galaxy co-
ordinates to Cartesian coordinates, and evaluate the velocity diver-
gence power spectrum and the necessary prefactors in equation (7).

(ii) Compute the covariance matrix for all possible galaxy pairs.
Evaluating the integral in equation (7) requires choosing appropriate
integration limits. Theoretical models of the velocity divergence
power spectrum will break down at some non-linear scale. Including
these scales in the integral can bias results, so the range of scales we
choose to integrate over and fit against must be chosen appropriately.

(iii) Calculate the likelihood for the cosmological model based
on the covariance matrix and the peculiar velocity measurements.

Iterating over these steps allows us to evaluate our posterior.
In practice, there are a few caveats with this approach. We first

require a way to incorporate measurement errors into our likelihood
calculation, which in most applications is not trivial. We also need a
method to calculate the velocity divergence power spectrum that is
accurate to the scales we wish to fit against. If this is not available, we
can suppress non-linearities in the data and use a more linear model.
Ideally, we try to achieve some balance between these two options.
Finally, we need to include marginalization over the effects of zero-
point offsets, or a monopole, in the peculiar velocity measurements.
Methods to include these are summarized in the following sections.

3.2 Measurement errors

Measurements of the peculiar velocities of galaxies are subject to
considerable statistical errors, which must be incorporated into our
likelihood analysis. As long as the distribution of the measured

MNRAS 471, 3135–3151 (2017)
Downloaded from https://academic.oup.com/mnras/article-abstract/471/3/3135/3873951
by The University of Western Australia user
on 31 August 2018
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Figure 2. The redshift distribution of 2,062 2MTF galaxies in the CMB
frame.
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Figure 3. Relative errors of the peculiar velocities measured in the K (red
solid line), H (green dashed line) and J (blue dotted line) bands.

Cosmicflows-3 SNIa distances finds 28 galaxies which have hosted
SNIa events. We present the comparison of the distance modulii
in Fig. 5. Again, no significant systematic bias in 2MTF distance
measurements is found, with the mean difference between 2MTF
and Cosmicflows-3 measurements being 0.12 dex with a standard
deviation of 0.40 dex. However, the outlier in this plot is 2MASS
09220265+5058353 which hosted SN 1999b. According to the
NASA/IPAC Extragalactic Database (NED), the distance modulii
measured using SN 1999b vary from 30.20 to 31.16 mag, com-
pared with our larger K-band 2MTF measurement of 32.22±0.43
mag. Neglecting this outlier, the mean difference between 2MTF
and Cosmicflows-3 SNIa measurements is only 0.08 dex with a
standard deviation of 0.32 dex. In linear distance space, we find
the Cosmicflows-3 SNIa measurements are 2% smaller than
2MTF distances in mean, which shows an opposite trend with
the Cosmicflows-3 whole sample, however it’s still within the
margin of measuring errors.

5 BULK FLOW IN THE FULL 2MTF SAMPLE

Bulk flow is measured from the dipole of the peculiar velocity field,
and represents the averaged peculiar motion of the galaxies in the
survey volume with respect to the CMB. In standard theory, it is
believed to arise from acceleration mass distributions within and
beyond the sample volume, and therefore provides a useful probe
presents a clue to the mass distribution in the local Universe. It
is also a powerful tool to test different cosmological models (e.g.
Hudson et al. 2004; Ma & Pan 2014; Hong et al. 2014; Qin et al.
2018, and reference therein). The high-accuracy distance estimates,
the well-defined selction function, and the uniform sky coverage
of 2MTF makes this survey the best survey to date for bulk flow
measurements.

Using the preliminary 2MTF sample, Hong et al. (2014) mea-
sured the bulk flow at the depths of 20 h−1Mpc, 30 h−1Mpc and
40 h−1Mpc, and found the amplitude to be within the range of the
ΛCDM model. Qin et al. (2018) combined the 2MTF catalog with
the 6dFGSv survey, making an accurate bulk flow measurement at
the scale of 40 h−1Mpc, and again showed consistency with the
ΛCDM model.

In this paper, we measured the bulk flow of the final 2MTF
sample using the χ2 minimization method of Hong et al. (2014).
Instead of using the peculiar velocity data from individual bands,
we combine the data from all K, H and J bands into a ‘3-bands
combined sample’ for greatest accuracy. As the errors in our TF
distances are log-normal, this fit process works in the log space in-
stead of linear space. The fitting method is less sophisticated than
the ηMLE technique of Qin et al. (2018) which can, in principle,
model generic non-normal error distributions. But, since the ma-
jor errors in 2MTF are the multiplicative distance errors, the cur-
rent technique is more than adequate. Moreover, it allows a more
straightforward comparison with our previous results. During the
χ2 minimization procedure, we introduce a weight factor wd to
correct for the effect of the slightly different number density in
the northern and southern sky areas, and a weight factor wr to
make the sample’s weighted redshift distribution match a Gaus-
sian function at a number of depths (here we choose RI = 20, 30
and 40 h−1Mpc). The errors of the bulk flow velocities were esti-
mated using the Jackknife method with 50 sub-samples, randomly
selected by removing 2% of the 2MTF sample each time.

The theoretical prediction of the bulk flow amplitude varies
with the depth of the galaxy sample (Ma & Pan 2014), so our the-
oretical curve was calculated using a Gaussian window function
W (kR) = exp(−k2R2)/2 and a matter power spectrum P (k)
generated by the CAMB package (Lewis et al. 2000):

v2rms =
H2

0f
2

2π2

∫
W 2(kR)P (k)dk, (3)

where k is the wavenumber, H0 is the Hubble constant and f =
Ω0.55

m is the linear growth rate (Li et al. 2012; Hong et al. 2014).
The best-fit bulk flow velocities for the three different depths

are presented in the Table 3 together with the results measured by
Hong et al. (2014) using the preliminary 2MTF sample. We also
plot the bulk flow velocity amplitudes in Fig. 6, where the solid
line is the ΛCDM prediction and the dashed lines indicate the ±1σ
points of the theoretical line (i.e. ±34 per cent). The best-fit bulk
flows agree with our previous measurements but have smaller un-
certainties, mainly because the new sample has a larger size and
the updated ALFALFA data has higher accuracy than the previ-
ous archival data. Again, our results are consistent with the ΛCDM
model prediction at 1σ level, which supports the correctness of the
ΛCDM model in the local Universe.

MNRAS 000, 1–8 ()

We	have	performed	a	
number	of	comparisons	with		
6dFGSv	and	CosmicFlows	3	
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Figure 1. A comparison of 2MTF and 6dFGSv distances for 43
common galaxies. The solid red line is the Hyper Fit line, and the
yellow dashed lines represent ±1�, where � = 0.08. The solid black
line is the expected 1:1 relation for perfect distance estimators.

3.1 Common galaxies

43 2MTF galaxies have 2MASS IDs listed in Table 2 of
Campbell et al. (2014). These galaxies all have 2MTF and
6dFGSv velocity di↵erences c|�z | < 150 km s�1. The proper-
ties of these galaxies are listed in Table D1. Most appear to
be late-type galaxies misclassified in 6dFGSv due to having
an early-type nuclear spectrum, as shown in Figure 15 in
Campbell et al. (2014).

In Fig.1, we plot log

10

dh(2MTF) against
log

10

dh(6dFGSv) for the above common galaxies, and
use the Hyper Fit package (Robotham & Obreschkow 2015)
to perform a weighted fit. The average di↵erence for the
common galaxies isD

log

10

dh(2MTF)
dh(6dFGSv)

E
= 0.11 ± 0.01 (2)

representing a zero-point o↵set in distance of almost 30%.
The Fundamental Plane distances appear abnormally small
due to the late-type nature of the galaxies.

3.2 Common groups

A better method to study the zero-point o↵set is to compare
distance estimates of galaxies in the same groups, and there-
fore at common distances. In that way, misclassified galaxies
are avoided. We pick common groups using the low-density-
contrast (LDC) catalogue of Crook et al. (2007).

We firstly remove the 43 common galaxies, then iden-
tify the group IDs for the 2MTF galaxies and the 6dFGSv
galaxies. After galaxies are assigned to a group ID, we pick
out those groups which contain both 2MTF and 6dFGSv
galaxies. We find 95 LDC common groups.

For each group, we calculate the mean ⌘ and the mean
log

10

dz of the 2MTF and 6dFGSv galaxies. As a result, each
group has a 2MTF distance:

log

10

Dh(2MTF) = h⌘(2MTF)i � hlog

10

dz (2MTF)i (3)

and a 6dFGSv distance:

log

10

Dh(6dFGSv) = h⌘(6dFGSv)i � hlog

10

dz (6dFGSv)i. (4)
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Figure 2. A comparison of 2MTF and 6dFGSv distances for
94 common groups (group IDs are identified by using the LDC).
The solid red line is the Hyper Fit line, and the yellow dashed
lines represent ±1�, where � = 0.12. The solid black line is the
expected 1:1 relation for perfect distance estimators.

A linear fit followed by a 3� clip removes one LDC
group, leaving 94. In Fig. 2, we plot the LDC identified
log

10

Dh(2MTF) against log

10

Dh(6dFGSv) and obtain a re-
gression line much closer to the expected diagonal. We ob-
tain the average value for the logarithmic distance ratio of

D
log

10

Dh(2MTF)
Dh(6dFGSv)

E
= 0.00 ± 0.02 (5)

which is consistent with zero.
From the 51 common groups (again, after a 3� clip)

in the high-density-contrast (HDC) of Crook et al. (2007),
and the average value for the logarithmic distance ratio is
0.00 ± 0.02, also consistent with zero.

3.3 The combined data set of the 2MTF and the
6dFGSv

No significant zero-point correction is required, so we simply
remove the 43 common galaxies from 6dFGSv and combine
the remaining galaxies with 2MTF, resulting in a combined
data set of 10,904 galaxies. The sky coverage of the combined
data set is shown in Fig. 3 and the redshift distribution in
Fig. 4.

4 MAXIMUM LIKELIHOOD BULK FLOW
ESTIMATION

We will use the measurements of the logarithmic distance
ratio, ⌘, or their corresponding peculiar velocities, v from
the combined 2MTF and 6dFGSv samples to estimate the
bulk flow of our local Universe. For the ⇤CDM model, we
expect the observed set of large scale velocities to be drawn
from a Gaussian distribution with variance related to the
velocity power spectrum smoothed over some characteris-
tic scale and mean equal to the observers own bulk flow.
As the distribution of velocities (at fixed characteristic scale
or depth) is based on the velocity power spectrum, so too

MNRAS 000, 1–16 (2017)

Comparison	of	objects	in	2MTF	
and	6dFGSv	gives	a	few	(biased)	
objects.	Too	‘spiraly’	for	6dFGSv?	

	A	be+er	comparison	using	groups	
containing	objects	from	both	
surveys	shows	excellent	consistency	

Qin	et.	al.,	2018	
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Figure 6. The bulk flow amplitude measured using the three-band combined
sample at the scale of 20, 30 and 40 h−1Mpc, respectively (red dots). The
results of Hong et al. (2014) using the preliminary 2MTF sample are plotted
using the blue diamonds (shifted 1 h−1Mpc right for clarity). The solid
line shows the ΛCDM theoretical prediction, and the dashed lines are the
1σ sample expectation.

Table 3. Bulk flow amplitudes measured in the 2MTF sample.

Hong et al. (2014) this work
[km s−1] [km s−1]

RI = 20 h−1Mpc 310.9± 33.9 307.8± 25.9
RI = 30 h−1Mpc 280.8± 25.0 317.6± 29.4
RI = 40 h−1Mpc 292.3± 27.8 286.1± 25.5

6 SUMMARY

2MTF is an all-sky survey which provides accurate Tully-Fisher
distances for galaxies in the local Universe with a well-defined se-
lection function. Due to the use of near-infrared photometry, the
survey has more uniform sky coverage than similar previous sur-
veys. The Zone of Avoidance around the Galactic plane is only
|b| ! 5◦.

Together with good quality HI data from new observations,
the ALFALFA survey and high signal-to-noise ration archival
data, 2MTF provides high-accuracy distance measurements for
2,062 nearby spiral galaxies. The mean relative error in the fi-
nal 2MTF sample is 22%, which is better than in previous TF
surveys. We compare our measurements with the published dis-
tances in Cosmicflows-3, which represents the largest compendium
of nearby galaxy distances. We find no substantial systematic dif-
ference between 2MTF and Cosmicflows-3 distances. Even higher
accuracy supernova Ia distances were also compared for 28 cross-
matched objects. Again, no substantial systematic difference was
found.

The best-fit bulk flow velocity amplitudes are V = 308 ± 26
km s−1, V = 318± 29 km s−1, and V = 286± 25 km s−1at the
depths of RI = 20, 30 and 40 h−1Mpc respectively, consistent
with our previous measurements using the preliminary 2MTF
sample but with higher accuracy. The fit results agree with the
ΛCDM prediction at the 1σ level.

The authors wish to acknowledge the contributions of John
Huchra (1948 - 2010) to this work. The 2MTF survey was initiated
while KLM was a post-doc working with John at Harvard, and its
design owes much to his advice and insight. This work was partially
supported by NSF grant AST- 0406906 to PI John Huchra.

Parts of this research were conducted by the Australian Re-
search Council Centre of Excellence for All-sky Astrophysics
(CAASTRO), through project number CE110001020. TH was sup-
ported by the National Natural Science Foundation of China (Grant
No. 11473034, U1731127), the Key Research Program of the Chi-
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1σ sample expectation.

Table 3. Bulk flow amplitudes measured in the 2MTF sample.

Hong et al. (2014) this work
[km s−1] [km s−1]

RI = 20 h−1Mpc 310.9± 33.9 307.8± 25.9
RI = 30 h−1Mpc 280.8± 25.0 317.6± 29.4
RI = 40 h−1Mpc 292.3± 27.8 286.1± 25.5

6 SUMMARY

2MTF is an all-sky survey which provides accurate Tully-Fisher
distances for galaxies in the local Universe with a well-defined se-
lection function. Due to the use of near-infrared photometry, the
survey has more uniform sky coverage than similar previous sur-
veys. The Zone of Avoidance around the Galactic plane is only
|b| ! 5◦.

Together with good quality HI data from new observations,
the ALFALFA survey and high signal-to-noise ration archival
data, 2MTF provides high-accuracy distance measurements for
2,062 nearby spiral galaxies. The mean relative error in the fi-
nal 2MTF sample is 22%, which is better than in previous TF
surveys. We compare our measurements with the published dis-
tances in Cosmicflows-3, which represents the largest compendium
of nearby galaxy distances. We find no substantial systematic dif-
ference between 2MTF and Cosmicflows-3 distances. Even higher
accuracy supernova Ia distances were also compared for 28 cross-
matched objects. Again, no substantial systematic difference was
found.

The best-fit bulk flow velocity amplitudes are V = 308 ± 26
km s−1, V = 318± 29 km s−1, and V = 286± 25 km s−1at the
depths of RI = 20, 30 and 40 h−1Mpc respectively, consistent
with our previous measurements using the preliminary 2MTF
sample but with higher accuracy. The fit results agree with the
ΛCDM prediction at the 1σ level.

The authors wish to acknowledge the contributions of John
Huchra (1948 - 2010) to this work. The 2MTF survey was initiated
while KLM was a post-doc working with John at Harvard, and its
design owes much to his advice and insight. This work was partially
supported by NSF grant AST- 0406906 to PI John Huchra.

Parts of this research were conducted by the Australian Re-
search Council Centre of Excellence for All-sky Astrophysics
(CAASTRO), through project number CE110001020. TH was sup-
ported by the National Natural Science Foundation of China (Grant
No. 11473034, U1731127), the Key Research Program of the Chi-

MNRAS 000, 1–8 ()

…as	do	the	1,117	common	galaxies	
and	28	SN1a	from	CF3	data.	

Hong	et.	al.,	in	preparaMon	
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Science	with	2MTF	

With	the	final	2MTF	data	we	have:	
•  Data	release	and	chi2	minimizaMon	Bulk	Flow	(Hong	et.	al.,	in	

preparaMon)	
•  Velocity	power	spectrum	measurements	(Howle+	et.	al.,	2017c)	
•  CombinaMon	with	6dFGSv	and	new	bulk	flow	esMmator	(Qin	et.	al.,	

2018)	
•  CombinaMon	with	Cosmic	Flows	3:	bulk	flow	and	shear	moments	(Qin	

et.	al.,	submi+ed)	
•  Momentum	and	Density	power	spectrum	measurements.	Not	in	this	

talk	but	ask	me	later!	(Howle+	et.	al.,	in	preparaMon,	Qin	et.	al.,	in	
preparaMon)	
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Velocity	power	spectrum	

We	used	the	correlaMons	between	2MTF	velociMes	to	
constrain	the	growth	rate	of	structure	at	z=0:	

2MTF Velocity Power Spectrum 7

Figure 5. The errors in the log-distance ratios of the 2MTF data (cir-
cle points), colour-coded based on the log-distance ratio itself, and plot-
ted alongside the best-fit model (black line) used to generate the errors in
the mocks. The blue squares show the mean and standard deviation of the
data in bins of width cz = 1, 000 km s�1. The bottom panel shows these
standard deviations themselves as a function of redshift alongside a best-fit
model, which highlights how the scatter about our best-fit for the errors also
has a slight trend with redshift. We use a combination of these two best-fit
lines to estimate the mean and variance of the Gaussian PDF from which the
error on a galaxy with some redshift is generated. The colour-coding of the
points suggests that any correlation between the errors and the log-distance
ratios is small, and so is not accounted for in this work. The open triangles
show points removed by 4� clipping which are not used in the fits.

2014). Hence galaxies at higher redshift have lower intrinsic scatter
about the mean TF relation and smaller errors.

After obtaining the best-fit relationships the error on each
mock galaxy is generated as a random number drawn from a Gaus-
sian distribution with mean �(�d) and standard deviation ✏. The
errors are then used to perturb the measurements for each galaxy
from its true value, again assuming a Gaussian distribution.

3 THEORY AND MODELLING

3.1 Gaussian Theory

In order to extract a measurement of the velocity power spectrum
from the 2MTF data we use the method of Macaulay et al. (2012)
and Johnson et al. (2014). All modelling is done at z = 0, which is
close to the mean redshift of the 2MTF data. Our measurements of
the velocity field are in the form of line-of-sight peculiar velocities
s(x) = v(x) · r̂. Under the assumption that the velocities v(x) are
drawn from a Gaussian distribution with zero mean, the probability
of observing a set of line-of-sight peculiar velocities s is given by

L(✓) = 1

2⇡|C(✓)|exp
✓

�1

2

s

TC(✓)�1
s

◆
. (4)

The velocity covariance matrix C for this set of observations de-
pends on the underlying cosmological model and parameters ✓, and
the relative positions of the galaxies in the data vector s. For two
galaxies, i and j, we have Cij = hsi(xi)sj(xj)i. From Eq. 4 we
can calculate the likelihood of measuring our set of peculiar ve-
locities given some undelying cosmological model. Using Bayes’
theorem, we can then calculate the posterior distribution of a set

of cosmological parameters given our peculiar velocity dataset, the
likelihood in Eq. 4, and the priors and method given in Section 3.5.

Theoretical modelling of the correlations between velocities
in disparate locations is typically done in terms of the velocity
power spectrum Pvv(k, a), or the velocity-divergence power spec-
trum P✓✓(k, a). The relationship between the two on linear scales
at z = 0 is (e.g., Coles & Lucchin 1995; Eq.18.1.13)

Pvv(k) =

✓
H0f(k)

k

◆2

P✓✓(k). (5)

This relationship between the velocity power spectrum and veloc-
ity divergence power spectrum follows from Eq. 1. Our likelihood
evaluation requires the covariance matrix in real-space, but we can
write this in terms of the velocity power spectrum by first using
Fourier transforms to relate it to the peculiar velocities in k-space,

Cij(xi,xj) =

Z
d3k

(2⇡)3
eik·xi

Z
d3k0

(2⇡)3
e�ik0·xj hsi(k)s⇤j (k0

)i,
(6)

then substituting the line-of-sight PVs for the underlying veloci-
ties and writing their variance in terms of the velocity power spec-
trum. Separating the resulting integral into radial and angular com-
ponents we find,

Cij(xi,xj) =
H2

0

2⇡2

Z
dkf2

(k)P✓✓(k, a)W (xi,xj , k), (7)

where

W (k,xi,xj) =

Z
d2k

4⇡
eik·(xi�xj)

(x̂i · ˆk)(x̂j · ˆk). (8)

Ma et al. (2011) give an analytic expression for the window func-
tion in terms of the comoving distance to the two galaxies, their
radial separation Aij = |ri � rj |, and the angle between them
↵ij = cos

�1
(x̂i · x̂j),

W (k,xi,xj) = 1/3[j0(kAij) � 2j2(kAij)]cos(↵ij)

+A�2
ij j2(kAij)xixjsin

2
(↵ij). (9)

Given a sample of galaxies with measured positions, redshifts
and peculiar velocities, we can:

(i) Adopt a given cosmological model to convert the galaxy co-
ordinates to cartesian coordinates, and evaluate the velocity diver-
gence power spectrum and the necessary prefactors in Eq. 7

(ii) Compute the covariance matrix for all possible galaxy pairs.
Evaluating the integral in Eq. 7 requires choosing appropriate inte-
gration limits. Theoretical models of the velocity divergence power
spectrum will break down at some non-linear scale. Including these
scales in the integral can bias results, so the range of scales we
choose to integrate over and fit against must be chosen appropri-
ately.

(iii) Calculate the likelihood for the cosmological model based
on the covariance matrix and the peculiar velocity measurements.

Iterating over these steps allows us to evaluate our posterior.
In practice, there are a few caveats with this approach. We first

require a way to incorporate measurement errors into our likelihood
calculation, which in most applications is not trivial. We also need
a method to calculate the velocity divergence power spectrum that
is accurate to the scales we wish to fit against. If this is not avail-
able, we can suppress non-linearities in the data and use a more lin-
ear model. Ideally, we try to achieve some balance between these
two options. Finally, we need to include marginalisation over the
effects of zero-point offsets, or a monopole, in the peculiar veloc-
ity measurements. Methods to include these are summarised in the
following sections.
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ABSTRACT
Peculiar velocity surveys present a very promising route to measuring the growth rate of large-
scale structure and its scale dependence. However, individual peculiar velocity surveys suffer
from large statistical errors due to the intrinsic scatter in the relations used to infer a galaxy’s
true distance. In this context we use a Fisher Matrix formalism to investigate the statistical
benefits of combining multiple peculiar velocity surveys. We find that for all cases we con-
sider there is a marked improvement on constraints on the linear growth rate f�8. For example,
the constraining power of only a few peculiar velocity measurements is such that the addition
of the 2MASS Tully-Fisher survey (containing only ⇠ 2, 000 galaxies) to the full redshift and
peculiar velocity samples of the 6-degree Field Galaxy Survey (containing ⇠ 110, 000 red-
shifts and ⇠ 9, 000 velocities) can improve growth rate constraints by ⇠ 20%. Furthermore,
the combination of the future TAIPAN and WALLABY+WNSHS surveys has the potential to
reach a ⇠ 3% error on f�8, which will place tight limits on possible extensions to General
Relativity. We then turn to look at potential systematics in growth rate measurements that can
arise due to incorrect calibration of the peculiar velocity zero-point and from scale-dependent
spatial and velocity bias. For next generation surveys, we find that neglecting velocity bias in
particular has the potential to bias constraints on the growth rate by over 5�, but that an offset
in the zero-point has negligible impact on the velocity power spectrum.

Key words: cosmology: theory - large-scale structure of Universe - cosmological parameters

1 INTRODUCTION

The current concordance model of cosmology consists of a uni-
verse whose dynamics and geometry can be described using so-
lutions to General Relativity (GR; Einstein 1916). In this model,
the gravitational evolution of the Universe is caused by an energy-
momentum tensor with only four components: radiation, baryonic
and dark matter, and dark energy in the form of a cosmological
constant. There exists overwhelming support for this consensus
cosmological model from observations throughout the expansion
history of the universe, including those of the Cosmic Microwave
Background (CMB, Planck Collaboration et al. 2015a), supernovae
(Freedman et al. 2012; Betoule et al. 2014), galaxy lensing (Hey-
mans et al. 2012) and the large scale distribution of galaxies (An-
derson et al. 2014). However, whilst the inclusion of a cosmological
constant recovers the measured expansion rate of the universe and
the rate at which structure within it grows, its exact nature remains
unknown. Whether dark energy is indeed caused by a cosmological
constant or arises instead due to large-scale post-GR modifications

? Email: cullan.howlett@icrar.org

to gravity remains one of the fundamental unanswered questions in
cosmology.

One of the key observables that allows us to distinguish be-
tween different models of gravity and dark energy is the linear
growth rate, f = d lnD(a)/d ln a, the logarithmic derivative of
the linear growth factor, D(a), with respect to the scale factor
of the universe, a. The linear growth factor describes how a den-
sity perturbation in the linear regime grows over time. Further-
more, under the assumption of GR, the linear continuity equa-
tion can be used to relate the density field, �(x, a), to the velocity
field,v(x, a), via

r · v(x, a) = �a2H(a) d�(x, a)/da. (1)

H(a) is the cosmology-dependent Hubble parameter. Knowing
how a density perturbation evolves with time and using the equa-
tion for the linear growth rate, this becomes

r · v(x, a) = �aH(a)f(a)�(x, a). (2)

We can also define the velocity divergence field as, ✓(x, a) =

r · v(x, a)/(aH(a)f(a)). Comparing this to Eq. 2 we can see
that, at least on linear scales, the velocity divergence field and the

c� 2016 RAS

On	linear	scales	at	z=0	

Strong	predicMons	from	GR	
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We	can	esMmate	this	using	linear	theory.	Galaxy	velociMes	should	be	
drawn	from	a	mulMvariate	Gaussian	with	variance	related	to	the	
velocity	power	spectrum.		

Measured	
velociMes	
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Figure 5. The errors in the log-distance ratios of the 2MTF data (cir-
cle points), colour-coded based on the log-distance ratio itself, and plot-
ted alongside the best-fit model (black line) used to generate the errors in
the mocks. The blue squares show the mean and standard deviation of the
data in bins of width cz = 1, 000 km s�1. The bottom panel shows these
standard deviations themselves as a function of redshift alongside a best-fit
model, which highlights how the scatter about our best-fit for the errors also
has a slight trend with redshift. We use a combination of these two best-fit
lines to estimate the mean and variance of the Gaussian PDF from which the
error on a galaxy with some redshift is generated. The colour-coding of the
points suggests that any correlation between the errors and the log-distance
ratios is small, and so is not accounted for in this work. The open triangles
show points removed by 4� clipping which are not used in the fits.

2014). Hence galaxies at higher redshift have lower intrinsic scatter
about the mean TF relation and smaller errors.

After obtaining the best-fit relationships the error on each
mock galaxy is generated as a random number drawn from a Gaus-
sian distribution with mean �(�d) and standard deviation ✏. The
errors are then used to perturb the measurements for each galaxy
from its true value, again assuming a Gaussian distribution.

3 THEORY AND MODELLING

3.1 Gaussian Theory

In order to extract a measurement of the velocity power spectrum
from the 2MTF data we use the method of Macaulay et al. (2012)
and Johnson et al. (2014). All modelling is done at z = 0, which is
close to the mean redshift of the 2MTF data. Our measurements of
the velocity field are in the form of line-of-sight peculiar velocities
s(x) = v(x) · r̂. Under the assumption that the velocities v(x) are
drawn from a Gaussian distribution with zero mean, the probability
of observing a set of line-of-sight peculiar velocities s is given by

L(✓) = 1

2⇡|C(✓)|exp
✓

�1

2

s

TC(✓)�1
s

◆
. (4)

The velocity covariance matrix C for this set of observations de-
pends on the underlying cosmological model and parameters ✓, and
the relative positions of the galaxies in the data vector s. For two
galaxies, i and j, we have Cij = hsi(xi)sj(xj)i. From Eq. 4 we
can calculate the likelihood of measuring our set of peculiar ve-
locities given some undelying cosmological model. Using Bayes’
theorem, we can then calculate the posterior distribution of a set

of cosmological parameters given our peculiar velocity dataset, the
likelihood in Eq. 4, and the priors and method given in Section 3.5.

Theoretical modelling of the correlations between velocities
in disparate locations is typically done in terms of the velocity
power spectrum Pvv(k, a), or the velocity-divergence power spec-
trum P✓✓(k, a). The relationship between the two on linear scales
at z = 0 is (e.g., Coles & Lucchin 1995; Eq.18.1.13)

Pvv(k) =

✓
H0f(k)

k

◆2

P✓✓(k). (5)

This relationship between the velocity power spectrum and veloc-
ity divergence power spectrum follows from Eq. 1. Our likelihood
evaluation requires the covariance matrix in real-space, but we can
write this in terms of the velocity power spectrum by first using
Fourier transforms to relate it to the peculiar velocities in k-space,

Cij(xi,xj) =

Z
d3k

(2⇡)3
eik·xi

Z
d3k0

(2⇡)3
e�ik0·xj hsi(k)s⇤j (k0

)i,
(6)

then substituting the line-of-sight PVs for the underlying veloci-
ties and writing their variance in terms of the velocity power spec-
trum. Separating the resulting integral into radial and angular com-
ponents we find,

Cij(xi,xj) =
H2

0

2⇡2

Z
dkf2

(k)P✓✓(k, a)W (xi,xj , k), (7)

where

W (k,xi,xj) =

Z
d2k

4⇡
eik·(xi�xj)

(x̂i · ˆk)(x̂j · ˆk). (8)

Ma et al. (2011) give an analytic expression for the window func-
tion in terms of the comoving distance to the two galaxies, their
radial separation Aij = |ri � rj |, and the angle between them
↵ij = cos

�1
(x̂i · x̂j),

W (k,xi,xj) = 1/3[j0(kAij) � 2j2(kAij)]cos(↵ij)

+A�2
ij j2(kAij)xixjsin

2
(↵ij). (9)

Given a sample of galaxies with measured positions, redshifts
and peculiar velocities, we can:

(i) Adopt a given cosmological model to convert the galaxy co-
ordinates to cartesian coordinates, and evaluate the velocity diver-
gence power spectrum and the necessary prefactors in Eq. 7

(ii) Compute the covariance matrix for all possible galaxy pairs.
Evaluating the integral in Eq. 7 requires choosing appropriate inte-
gration limits. Theoretical models of the velocity divergence power
spectrum will break down at some non-linear scale. Including these
scales in the integral can bias results, so the range of scales we
choose to integrate over and fit against must be chosen appropri-
ately.

(iii) Calculate the likelihood for the cosmological model based
on the covariance matrix and the peculiar velocity measurements.

Iterating over these steps allows us to evaluate our posterior.
In practice, there are a few caveats with this approach. We first

require a way to incorporate measurement errors into our likelihood
calculation, which in most applications is not trivial. We also need
a method to calculate the velocity divergence power spectrum that
is accurate to the scales we wish to fit against. If this is not avail-
able, we can suppress non-linearities in the data and use a more lin-
ear model. Ideally, we try to achieve some balance between these
two options. Finally, we need to include marginalisation over the
effects of zero-point offsets, or a monopole, in the peculiar veloc-
ity measurements. Methods to include these are summarised in the
following sections.
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Figure 5. The errors in the log-distance ratios of the 2MTF data (cir-
cle points), colour-coded based on the log-distance ratio itself, and plot-
ted alongside the best-fit model (black line) used to generate the errors in
the mocks. The blue squares show the mean and standard deviation of the
data in bins of width cz = 1, 000 km s�1. The bottom panel shows these
standard deviations themselves as a function of redshift alongside a best-fit
model, which highlights how the scatter about our best-fit for the errors also
has a slight trend with redshift. We use a combination of these two best-fit
lines to estimate the mean and variance of the Gaussian PDF from which the
error on a galaxy with some redshift is generated. The colour-coding of the
points suggests that any correlation between the errors and the log-distance
ratios is small, and so is not accounted for in this work. The open triangles
show points removed by 4� clipping which are not used in the fits.

2014). Hence galaxies at higher redshift have lower intrinsic scatter
about the mean TF relation and smaller errors.

After obtaining the best-fit relationships the error on each
mock galaxy is generated as a random number drawn from a Gaus-
sian distribution with mean �(�d) and standard deviation ✏. The
errors are then used to perturb the measurements for each galaxy
from its true value, again assuming a Gaussian distribution.

3 THEORY AND MODELLING

3.1 Gaussian Theory

In order to extract a measurement of the velocity power spectrum
from the 2MTF data we use the method of Macaulay et al. (2012)
and Johnson et al. (2014). All modelling is done at z = 0, which is
close to the mean redshift of the 2MTF data. Our measurements of
the velocity field are in the form of line-of-sight peculiar velocities
s(x) = v(x) · r̂. Under the assumption that the velocities v(x) are
drawn from a Gaussian distribution with zero mean, the probability
of observing a set of line-of-sight peculiar velocities s is given by

L(✓) = 1

2⇡|C(✓)|exp
✓

�1

2

s

TC(✓)�1
s

◆
. (4)

The velocity covariance matrix C for this set of observations de-
pends on the underlying cosmological model and parameters ✓, and
the relative positions of the galaxies in the data vector s. For two
galaxies, i and j, we have Cij = hsi(xi)sj(xj)i. From Eq. 4 we
can calculate the likelihood of measuring our set of peculiar ve-
locities given some undelying cosmological model. Using Bayes’
theorem, we can then calculate the posterior distribution of a set

of cosmological parameters given our peculiar velocity dataset, the
likelihood in Eq. 4, and the priors and method given in Section 3.5.

Theoretical modelling of the correlations between velocities
in disparate locations is typically done in terms of the velocity
power spectrum Pvv(k, a), or the velocity-divergence power spec-
trum P✓✓(k, a). The relationship between the two on linear scales
at z = 0 is (e.g., Coles & Lucchin 1995; Eq.18.1.13)

Pvv(k) =

✓
H0f(k)

k

◆2

P✓✓(k). (5)

This relationship between the velocity power spectrum and veloc-
ity divergence power spectrum follows from Eq. 1. Our likelihood
evaluation requires the covariance matrix in real-space, but we can
write this in terms of the velocity power spectrum by first using
Fourier transforms to relate it to the peculiar velocities in k-space,

Cij(xi,xj) =

Z
d3k

(2⇡)3
eik·xi

Z
d3k0

(2⇡)3
e�ik0·xj hsi(k)s⇤j (k0

)i,
(6)

then substituting the line-of-sight PVs for the underlying veloci-
ties and writing their variance in terms of the velocity power spec-
trum. Separating the resulting integral into radial and angular com-
ponents we find,

Cij(xi,xj) =
H2

0

2⇡2

Z
dkf2

(k)P✓✓(k, a)W (xi,xj , k), (7)

where

W (k,xi,xj) =

Z
d2k

4⇡
eik·(xi�xj)

(x̂i · ˆk)(x̂j · ˆk). (8)

Ma et al. (2011) give an analytic expression for the window func-
tion in terms of the comoving distance to the two galaxies, their
radial separation Aij = |ri � rj |, and the angle between them
↵ij = cos

�1
(x̂i · x̂j),

W (k,xi,xj) = 1/3[j0(kAij) � 2j2(kAij)]cos(↵ij)

+A�2
ij j2(kAij)xixjsin

2
(↵ij). (9)

Given a sample of galaxies with measured positions, redshifts
and peculiar velocities, we can:

(i) Adopt a given cosmological model to convert the galaxy co-
ordinates to cartesian coordinates, and evaluate the velocity diver-
gence power spectrum and the necessary prefactors in Eq. 7

(ii) Compute the covariance matrix for all possible galaxy pairs.
Evaluating the integral in Eq. 7 requires choosing appropriate inte-
gration limits. Theoretical models of the velocity divergence power
spectrum will break down at some non-linear scale. Including these
scales in the integral can bias results, so the range of scales we
choose to integrate over and fit against must be chosen appropri-
ately.

(iii) Calculate the likelihood for the cosmological model based
on the covariance matrix and the peculiar velocity measurements.

Iterating over these steps allows us to evaluate our posterior.
In practice, there are a few caveats with this approach. We first

require a way to incorporate measurement errors into our likelihood
calculation, which in most applications is not trivial. We also need
a method to calculate the velocity divergence power spectrum that
is accurate to the scales we wish to fit against. If this is not avail-
able, we can suppress non-linearities in the data and use a more lin-
ear model. Ideally, we try to achieve some balance between these
two options. Finally, we need to include marginalisation over the
effects of zero-point offsets, or a monopole, in the peculiar veloc-
ity measurements. Methods to include these are summarised in the
following sections.
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which have mean redshifts of ⇠ 5000 km s�1 and ⇠ 10000 km
s�1 respectively. However, we note that this approximation
results from a Taylor expansion of ln(1 � v/cz) which typi-
cally converges poorly and that the most accurate distances
measurements in the two surveys are at low redshift where
the approximation is more likely to break down. As a result
of this, although the estimator is found to perform reason-
ably well, in the next section we also develop an estimator
which does not require this assumption.

4.2 ⌘MLE: Estimation in log-distance space

In this section we introduce a new algorithm for estimating
the bulk flow that preserves the Gaussian nature of the mea-
surement errors and that does not require any assumption
on the unknown magnitude of a galaxy’s velocity compared
to its redshift. The principle behind this estimator is that
rather than converting the measurements of ⌘ to velocities
and using these as input to the Kaiser (1988) maximum
likelihood method, we take a more Bayesian approach; cal-
culating theoretical log-distance ratios for each galaxy given
a model for the bulk-flow, then comparing these directly to
the measurements.

Starting with the assumption that the measured log-
distance ratios for a given set of galaxies are independent
and Gaussian distributed, we can write the likelihood of ob-
serving a particular set of log-distance ratios as

P(⌘ | ÆB) =
n÷
i=1

1r
2⇡

⇣
✏2
i
+ ✏2?,i

⌘ exp

 
�1

2

(⌘̃i( ÆB) � ⌘i)2

✏2
i
+ ✏2?,i

!
, (20)

where ✏i is the measurement error of ⌘i for each galaxy and
✏?,i encapsulates the e↵ects of non-linear motions on the
measurements. We relate ✏?,i to the usual non-linear param-
eter �? using (Johnson et al. 2014; Howlett et al. 2017b)

✏?,i =
1 + zi

ln(10)H(zi)dz,i
�?. (21)

The above equation results from the derivation of Hui &
Greene (2006) which demonstrates how a peculiar velocity
changes the observed magnitude of a galaxy, which is in turn
related to the log-distance ratio. This expression technically
involves a similar Taylor expansion to that of Watkins &
Feldman (2015), but as we treat �? as a free, nuisance pa-
rameter this approximation is expected to be much less im-
portant.

⌘̃i( ÆB) is the log-distance ratio that each observed galaxy
would have if its velocity was equal to a bulk flow ÆB. The
procedure to calculate this can be inferred from section 4.1.1:

(i) Calculate the line-of-sight velocity v( ÆB) = ÆB · r̂ for

a galaxy at position r due to a bulk flow velocity ÆB =
{Bx, By, Bz }.

(ii) Evaluate the predicted true comoving distance to the
galaxy, dh, based on the observed redshift and Eqs. 13 and
14.

(iii) Calculate the model ⌘̃i( ÆB) given the known (for a
given cosmological model) dz and predicted dh.

The non-linear transformation of the model ÆB to a pre-
dicted log-distance ratio for each galaxy means that the
maximum likelihood bulk flow cannot be obtained analyt-
ically. Instead we combine the likelihood in Eq. 20 with

uniform priors on the bulk flow components and �?, which
allows us to write the posterior distribution of these four
parameters given our data and a cosmological model.

In this work, we use a standard Metropolis-Hastings
MCMC algorithm and priors of a flat distribution in the
interval Bi 2 [�800,+800] km s�1 to explore the posterior.
Even though each likelihood evaluation requires computing
predicted log-distance ratios for each galaxy, the above steps
are simple enough that obtaining converged posterior distri-
butions is not computationally intensive.

5 BULK FLOW FITTING FOR THE MOCKS

To test the three estimators introduced in Section 4 and
explore how well we expect them to recover the true bulk
flow of the combined 2MTF and 6dFGSV data we created
a set of realistic mock galaxy catalogues that match the
selection function of these two surveys.

In total, we created 2 ⇥ 8 2MTF mocks and 2 ⇥ 8

6dFGSv mocks based on the GiggleZ (Poole et al. 2015)
and the SURFS simulations (Elahi et al. 2016). The Gig-
gleZ simulation is 1 h�3

Gpc

3 in size, has a halo mass reso-
lution of 3.0 ⇥ 10

11h�1 M� and uses a WMAP-5 cosmology
(⌦m = 0.273, ⌦b = 0.0456, �

8

= 0.812, and h = 0.705). The
SURFS simulation is slightly smaller at 900

3 h�3

Mpc

3 and
uses a Planck -based cosmology (⌦m = 0.3121, ⌦b = 0.0488,
�

8

= 0.815, and h = 0.6751), but with a similar halo mass
limit of 1.5⇥10

11h�1 M�. Using two di↵erent simulations al-
lows us to create a larger sample of independent mocks and
to ensure that the estimators of the bulk flow give consistent
answers for di↵erent cosmologies.

The method for reproducing the 2MTF and 6dFGSv
selection functions is quite di↵erent, however in both cases
galaxies are placed into halos using Subhalo Abundance
Matching (SHAM; Conroy et al. 2006). The exact method
for producing these is given below. Each pair of 2MTF and
6dFGSv mocks are created using the same observers, i.e.,
placing the origin of each pair of mock surveys at the same
location, so that they can be combined easily and in the
same way as the real data. Based on the number of mock
surveys created from the two simulations, each of our com-
bined mocks is non-overlapping and so we treat these as 16
independent samples in the following.

5.1 2MTF Mocks

Our mock 2MTF surveys are created using the same method
as Howlett et al. (2017b). K-band luminosities are drawn
from the Kochanek et al. (2001) fit to the luminosity function
and are assigned to each halo and subhalo based on their
maximum circular velocity. The position and velocity of each
halo/subhalo is taken as the position and velocity of the
mock galaxy.

From this sample of galaxy positions, velocities and ab-
solute K-band luminosities we reproduce the 2MTF selection
function for 8 di↵erent observers by applying cuts in redshift
of 600 km s

�1 � cz � 10, 000 km s

�1 and in apparent magni-
tude of K < 11.25 mag. The survey mask is reproduced by
removing mock galaxies with galactic latitude |b| < 5

� and
down-sampling galaxies to match the redshift distribution of
the 2MTF data. This is done separately above and below a
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Figure 5. The distribution of ⌘ for the mocks and the 2MTF and
6dFGSv data. The upper panel is for 2MTF, with the black solid
line representing the data, and the (coloured) dashed lines being
the distribution of the mocks. Five example mocks are shown. The
bottom panel is for 6dFGSv, with the black solid line representing
the data, and the (coloured) dashed lines being the distribution
of the mocks. Five example mocks are shown.

declination � = �40.0� as the number of objects in the true
2MTF dataset is 2.04 times less below this declination due
to the di↵erent telescopes used to make the observations.

After this process we are left with 16 mock 2MTF cata-
logues each containing ⇠ 2000 galaxies. The true velocity of
each galaxy is known from the simulation as is the true log-
distance ratio. We class the ‘true’ bulk flow vector within
each mock as the average of the true galaxy velocities in
each direction. Measured log-distance ratios are then cal-
culated for each mock galaxy by drawing from a Gaussian
distribution based on the true log-distance ratio with stan-
dard deviation given by the fit to the error in the 2MTF
measurements as a function of redshift from Howlett et al.
(2017b) (Section 2.3.3 therein). In Fig. 5, we plot the distri-
bution of the ⌘ for the 2MTF data, and five example 2MTF
mocks. The measured log-distance ratio and errors for each
mock catalogue are used as inputs to the three di↵erent MLE
bulk flow estimators.

The resultant bulk flow measurements from the 16
2MTF mocks are plotted against the true bulk flow in Fig. 6.
To compare the three estimators, we calculate the reduced
�2 between the measured Bm and true bulk flow, Btrue along
each direction using

�2

red =
1

48 � 1

(Bm � Btrue)C�1(Bm � Btrue)T (22)
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Figure 6. The bulk flow measurement compared to the true bulk
flow for the 2MTF mocks in Cartesian equatorial coordinates. The
upper panel is for the dMLE estimator; the middle panel is for the
wMLE estimator; the bottom panel is for the ⌘MLE estimator.

where the measured and true bulk flow vectors contain 48
elements (3 directions, and 16 mocks) and C is the 48⇥48
covariance matrix. As we treat each of our mocks as inde-
pendent, this covariance matrix consists of 16 3 ⇥ 3 sub-
covariance matrices on the diagonal and is zero elsewhere.
For wMLE and dMLE, the diagonal blocks of C are con-
structed using R✏

i j
from Eq. 11, while for the ⌘MLE the diag-

onal blocks are calculated by using the 16 MCMC samples.
Formulating the reduced chi-squared in this way removes
any ambiguity in the number of degrees of freedom and al-
lows us to include the e↵ects of covariance in the three bulk
flow components measured in each mock.

For dMLE we find �2

red
= 14.45, which is much larger

than for the wMLE or ⌘MLE methods (where �2

red
= 4.23

and 4.02 respectively). This results from an increased scatter
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(v) Given the above measurement errors ✏r , ✏s and ✏i ,
the observed quantities, ro, so and io, for each mock galaxy
are randomly generated from a multivariate Gaussian distri-
bution with mean {rtz, s, i} and covariance matrix En from
Eq. 13 of Magoulas et al. (2012). The appropriate selection
functions are then applied.

(vi) The mock galaxies are subsampled to match the
6dFGSv redshift distribution in the same way as the 2MTF
mocks.

(vii) From the remaining observed mock ro, so and io the
measured log-distance ratio and associated error are gener-
ated using the same fitting procedure as was used for the
6dFGSv data in Springob et al. (2014), including the cor-
rection for Malmquist bias.

In Fig. 5, we plot the distribution of ⌘ for five example
6dFGSv mocks alongside the real 6dFGSv data. The distri-
bution of log-distance ratios in the mocks, after correction
for Malmquist bias, is well representative of the distribution
of the real data.

The bulk flow in equatorial coordinates for the 6dFGSv
mocks, measured using the ⌘MLE, is shown in left-side panel
of Fig. 9 and compared to the true bulk flow in each mock.
We see that the bulk flow in the x and y directions is well
recovered by the estimator, but that the Bz component of
bulk flow velocities are systematically negative. An impor-
tant point is that, whilst the true bulk flow in the real
6dFGSv data is unknown, we find a similar amplitude in
this direction (Bz = �439 ± 38 km s

�1), which leads us to be-
lieve the result from the real data is also likely to be biased.
We find that the origin of this bias arises from a combina-
tion of an imperfect correction for Malmquist bias in the
data and mocks which is exacerbated by the hemispherical
nature of the survey. This bias also occurs when using the
wMLE and the Minimum Variance estimator, as shown in
Appendix C.

Firstly, as a demonstration of the fact that this bias is
linked to the hemispherical nature of the 6dFGSv survey
and the way in which log-distance ratios are measured from
the FP, we look at the measured Bz component in two of
our mocks when di↵erent declination cuts are applied. The
mocks are otherwise identical to those used in the rest of
this work. We increase the number of galaxies in proportion
to the surface area of the survey, such that a hemispherical
mock including the zone of avoidance (ZoA) contains the
same number of galaxies as 6dFGSv, but the full-sky mock
has ⇠ 2.4 times as many (The extra 0.4 comes from the
inclusion of mock galaxies in the ZoA). The results are shown
in Fig. 8.

We find that for both the mocks (with di↵erent true
bulk flows), the result calculated using the true log-distance
ratio and the ⌘MLE method is consistent with the true bulk
flow regardless of the declination cut applied. When mea-
sured log-distance ratios are used we find that the z-direction
bulk flow measurements become increasing biased as we go
from a full-sky to hemispherical survey.

To explore this further, we look at the distribution of
measured log-distance ratios minus the true log-distance ra-
tio or each galaxy in the mocks. As shown in the right-side
panel of Fig. 9, we find that the method used to convert
the measured fundamental plane parameters for each mock
galaxy to a measured log-distance ratio from Springob et al.
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Figure 8. The z-component of the bulk flow velocity B
z

as a
function of declination cut-o↵ dec(cut) for two example 6dFGSv
mocks. The filled circles (•) represent the true B

z

values; stars
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values estimated using ⌘MLE and the true
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t
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estimated using ⌘MLE and the ‘measured’ log-distance ratio ⌘.
The blue colors are for one example mock, the black colors are
for a second example mock.

(2014) is slightly biased, producing on average log-distance
ratios that are larger than the true values. This is apparent
in the overall histogram of di↵erences, and when looking at
the weighted average in redshift bins (where each galaxy is
weighted by 1/(✏2⌘ + ✏2?)). Upon further investigation, we find
that this is caused by the normalisation of the log-distance
PDF for each galaxy, namely ‘ fn’ in equation 5 of Springob
et al. (2014) which also attempts to correct for Malmquist
bias.

As stated in Springob et al. (2014) this normalisation
is computed numerically using Monte Carlo samples of fun-
damental plane parameters drawn from the best-fit 6dFGSv
fundamental plane and applying the magnitude limit of the
6dFGSv sample (J < 13.65 mag). By minimizing the �2 dif-
ference between the true and measured Bz for each of our 16
mocks as a function of this magnitude limit we find we are
able to remove the bias in the z-direction bulk flow measure-
ment of 6dFGSv if a best-fit value of J < 13.217 mag is used
in the ‘ fn’ calculation instead. Why the best-fit value di↵ers
from the magnitude limit expected for the 6dFGSv data is
unclear and would involve a detailed look at the 6dFGSv
photometry, photometric errors and completeness, which is
beyond the scope of this work.

However, using the re-calibrated ‘ fn’ to calculate the
log-distance ratio, and then the bulk flow of the 6dFGSv
mocks, we recover the results shown in left-side panel of
Fig. 10. In the right-side panel of Fig.10, we demonstrate
that this correction has e↵ectively removed the di↵erence
between the true and measured log-distance ratios in the
mocks. Finally, we also use this re-calibrated fn to calculate
the bulk flow of the 6dFGSv data, and the results are shown
in Table 1.

An alternative way to correct for the Bz bias without
exploring the data in detail would be to calculate the di↵er-
ence in the true and measured Bz averaged over the mocks
and apply this directly to the computed 6dFGSv Bz value.

MNRAS 000, 1–16 (2017)

However,	we	found	a	bias	in	
6dFGSv	which	was	exacerbated	
by	the	hemispherical	coverage.	
MoMvaMon	for	all	sky	data!	



Cullan	Howle+,	
The	2MASS	Tully-Fisher	Survey	

Northern	Skies	Cosmic	Flows	
19th-21st		Sep	2018	

New	bulk	flow	esMmator	

We	were	able	to	correct	for	this	by	modifying	the	magnitude	limit	for	
the	Malmquist	bias	correcMon.	However,	not	the	underlying	cause?	Bulk flow in 2MTF and 6dFGSv 13
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Figure 13. Comparison of bulk flow amplitude to the prediction of ⇤CDM. The theoretical model assumes a top-hat window function.
The solid line indicates the most probable bulk flow and the blue (yellow) dashed lines indicate the 1� (2�) values. Filled circles (•) are
our ⌘MLE estimated bulk flows (Table 1) for 2MTF, 6dFGSv, and the combined data set. Other recent measurement are shown as gray
stars (?) (H14: Hong et al. (2014); W09: Watkins et al. (2009); S16: Scrimgeour et al. (2016); C11: Colin et al. (2011); T12: Turnbull
et al. (2012); N11: Nusser & Davis (2011); D11: Dai et al. (2011)). W09 and T12 use Gaussian windows, and so we plot them at twice
their quoted radius, to be comparable to the top-hat window prediction. S16 uses e↵ective radii – the gray arrow shows how far we have
shifted the point from the measured radii. Similarly the green arrow for the ⌘MLE-measured 6dFGSv data point.

Figure 14. Comparison of the bulk flow direction in Galactic coordinates. The blue, green and the red filled circles (•) are the ⌘MLE
measured bulk flows for 2MTF, 6dFGSv and the combined data sets, respectively. Other recent measurements are shown as the gray
filled circles: (H14: Hong et al. (2014); W09: Watkins et al. (2009); S16: Scrimgeour et al. (2016); C11: Colin et al. (2011); T12: Turnbull
et al. (2012); N11: Nusser & Davis (2011); D11: Dai et al. (2011). The pink cross is the direction of the CMB dipole.
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Including	Shear	moments	

We	extended	our	method	to	model	the	shear	(quadrupole)	components,	
and	included	CosmicFlows	3	data.	Same	as	previous	MCMC-based	
esMmator,	but	now	model	includes	bulk	flow	and	shear:	

4 F. Qin et al.

and the mode functions are given by
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In this paper, we use the measured log-distance ratio ⌘ from
the individual and combined CF3 and 2MTF samples to
estimate the nine moments U

p

.

4 MAXIMUM LIKELIHOOD ESTIMATION

To preserve the Gaussian nature of the measurement errors,
there are two methods that can be applied to obtain maxi-
mum likelihood estimates of the bulk flow velocity and shear
moments.

The first (⌘MLE) calculates the model log-distance ratio
from the model U

p

and compares to the measured value
(Nusser & Davis 2011; Qin et al. 2018).

The second method (wMLE) converts the measured ⌘
into v-space to obtain the peculiar velocities, v using the PV
estimator of Watkins & Feldman (2015), then compares to
the model U

p

under the assumption that the measured v has
Gaussian error (Kaiser 1988).

One caveat is that the PV estimator in Watkins & Feld-
man (2015) only strictly estimates an unbiased peculiar ve-
locity under the assumption that the cz of the galaxy is
much greater than the true peculiar velocity (not the mea-
sured peculiar velocity) for that galaxy (Watkins & Feldman
2015). By contrast, the ⌘MLE can avoid assumptions about
the galaxy’s unknown true PV compared to its redshift.

4.1 ⌘MLE

Davis & Scrimgeour (2014) relate a galaxy’s line-of-sight pe-
culiar velocity to its observed redshift z through

v = c
✓

z � z
h

1 + z
h

◆
, (11)

where redshift z
h

corresponds to the true comoving distance,
d
h

of the galaxy, and c is the speed of light. The above equa-
tion neglects the e↵ects of gravitational lensing and relativis-
tic motions (Davis & Scrimgeour 2014). In the spatially flat
⇤CDM model, the comoving distance is given by

d
h

(z
h

) = c
H

0

π
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0

dz0

E(z0) ⇡
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H
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where

E(z) = H(z)
H

0

=

q
⌦
m

(1 + z)3 +⌦⇤ , (13)

and H
0

, ⌦
m

and ⌦⇤ are the present epoch Hubble constant,
matter and dark energy densities, respectively. The apparent
comoving distance d

z

can be related to the observed redshift
z through a similar expression.

Substituting Eq. 6 into Eq. 11 to replace v, then using
the low-redshift approximation z

h

⇡ H
0

d
h
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)/c to replace
z
h

, we can obtain the relationship between d
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(14)

This equation is used to calculate the model-predicted d
h

for
the ⌘MLE and the wMLE. The model d

h

is then combined
with d

z

to compute a model log-distance ratio. One caveat
is that, since Q

i j

in Eq. 14 is traceless, the element Q
zz

is
computed from Q

xx

and Q
yy

using Eq. 7, rather than setting
Q
zz

as an independent shear component.
Finally, assuming that for a given set of galaxies, the

measured log-distance ratios are independent and Gaussian,
for a set of n log-distance ratios, the likelihood can be written
(Qin et al. 2018):

P(⌘ |U
p

) =
N÷
n=1

1r
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n
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✏2
n

+ ✏2?,n

!
, (15)

where ⌘̃
n

(U
p

) is the model log-distance ratio for each galaxy,
⌘
n

is the measured log-distance ratio with error of ✏
n

, and
✏?,n is given by (Hui & Greene 2006; Johnson et al. 2014):

✏?,n =
1 + z

n

ln(10)H(z
n

)d
z,n
�?, (16)

where �? is the 1D velocity dispersion (Scrimgeour et al.
2016). Similar to the PV estimator in Watkins & Feldman
(2015) (or our Eq. 21), Eq. 16 also uses the approximation
that the cz of the galaxy is much greater than the true pe-
culiar velocity for that galaxy. However, in ⌘MLE, this ap-
proximation is less important since �? is set to be a free
parameter.

The maximum likelihood U
p

cannot be obtained an-
alytically due to the non-linear relationship between the
model U

p

and the model predicted log-distance ratio. In-
stead, we follow the method of Qin et al. (2018), combining
flat priors on the �? and U

p

(excluding Q
zz

) with the like-
lihood in Eq. 15, enabling us to write the posterior proba-
bility of these 9 independent parameters given the cosmo-
logical model and the data. Here, we use the Metropolis-
Hastings Markov chain Monte Carlo (MCMC) algorithm
with flat priors in the interval B

i

2 [�1200,+1200] km s�1

and Q
i j

2 [�100,+100] h km s�1 Mpc �1 to explore the pos-
terior.

Feldman et al. (2010) use the MV method to estimate
U
p

. In their estimator, they set Q
zz

as an independent com-
ponent rather than using Eq. 7 to compute Q

zz

from Q
xx

and Q
yy

. In our paper, we also tested the ⌘MLE on mocks
by setting Q

zz

as an independent component (see Appendix
A), but found this led to larger reduced �2.

The measurement error of the bulk flow amplitude, e
B

can be calculated use the Jacobian, J and the covariance
matrix of the bulk flow velocity, R✏

i j

through

e2

B

= JR✏
i j

JT , (i = 1, 2, 3) , (17)

where J = @B/@B
i

and R✏
i j

is calculated using the MCMC

chains. For comparison to theory, the ‘MLE depth’, which
is the characteristic scale of cosmic flow measurement, is
defined as (Scrimgeour et al. 2016)

d
MLE

=

Õ |d
h,n |WnÕ
W

n

, (18)

where the weight factors W
n

= 1/(�2

n

+ �2

?). For the purpose

MNRAS 000, 1–12 (2015)
We	also	weighted	the	data	(and	LCDM	
predicMons)	to	test	different	depths	

We	again	verified	this	
works	using	mock	
catalogues	
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Figure 8. The direction of bulk flow from di↵erent measurements are compared in Galactic coordinates. The ⌘MLE results for 2MTF,
CF3 and the combined dataset are shown in the blue, green and the red solid circles, respectively. The coloured dashed circles indicate
other recent measurements (Q18:Qin et al. (2018); H14: Hong et al. (2014); T12: Turnbull et al. (2012); W09: Watkins et al. (2009);
N11: Nusser & Davis (2011); M13: Ma & Scott (2013); D11: Dai et al. (2011); S16: Scrimgeour et al. (2016)). The 1� error is indicated
by the radius of the circles. The CMB dipole direction is shown as the pink cross.
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We	found	all	
measurements	of	bulk	
flow	and	shear	for	the	
combined	2MTF	and	
CF3	data	at	all	depths	
to	be	within	the	
cosmic	variance	for	
LCDM	
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Figure 8. The direction of bulk flow from di↵erent measurements are compared in Galactic coordinates. The ⌘MLE results for 2MTF,
CF3 and the combined dataset are shown in the blue, green and the red solid circles, respectively. The coloured dashed circles indicate
other recent measurements (Q18:Qin et al. (2018); H14: Hong et al. (2014); T12: Turnbull et al. (2012); W09: Watkins et al. (2009);
N11: Nusser & Davis (2011); M13: Ma & Scott (2013); D11: Dai et al. (2011); S16: Scrimgeour et al. (2016)). The 1� error is indicated
by the radius of the circles. The CMB dipole direction is shown as the pink cross.

20 40 60 80 100 120 140 160

d
z
   [ Mpc h-1 ]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

α
 ×

 N
 /

 Σ
 (
α

 ×
 N

)

Original

K
R

=25

K
R

=40

K
R

=60

Figure 9. The distribution of d

z

setting K

R

= 25, 40, and 60

respectively. The gray bars are the original distribution of d

z

without any weighting.

Council Centre of Excellence for All Sky Astrophysics
in 3 Dimensions (ASTRO 3D), through project number
CE170100013.

REFERENCES

Andersen P., Davis T. M., Howlett C., 2016, MNRAS, 463, 4083
Colin J., Mohayaee R., Sarkar S., Shafieloo A., 2011, MNRAS,

414, 264

0

100

200

300

|B
| 
 [

 k
m

 s
-1

 ]

0

5

10

20 40 60 80

0

5

10

|Q
| 
 [

 h
 k

m
 s

-1
 M

p
c

-1
 ]

20 40 60 80

R  [ Mpc h-1 ]

20 40 60 80

|Q
yy

| |Q
zz

|

|Q
yz

||Q
xz

||Q
xy

|

|Q
xx

|

|B
x
| |B

y
| |B

z
|

Figure 10. The absolute amplitude of the moments as a function
of survey depth. The upper panels are for the bulk flow, the mid-
dle panels are for the diagonal elements of the shear tensor, and
the bottom panels are for the non-diagonal elements of the shear
tensor. The black solid curves are the ⇤CDM CRMS predictions
for each moment. The measurement points for the components are
highly correlated, so their covariance must be taken into account
when comparing to the black curves.

Dai D.-C., Kinney W. H., Stojkovic D., 2011, J. Cosmology As-
tropart. Phys., 4, 015

Davis T. M., Scrimgeour M. I., 2014, MNRAS, 442, 1117
Elahi P. J., Welker C., Power C., Lagos C. d. P., Robotham

MNRAS 000, 1–12 (2015)



Cullan	Howle+,	
The	2MASS	Tully-Fisher	Survey	

Northern	Skies	Cosmic	Flows	
19th-21st		Sep	2018	

Conclusions	
•  The	2MASS	Tully	Fisher	survey	is	now	complete!	
•  The	(very	nearly)	homogeneous	sky	coverage,	well	understood	

selecMon	funcMon	and	(relaMvely)	small	measurement	errors	make	it	
one	of	the	premier	peculiar	velocity	surveys	

•  We	have	used	it,	alongside	improved	modelling	techniques	and	other	
data,	to	make	a	number	of	be+er	measurements	at	z=0:	

See	Hong	et.	al.,	2014,	Howle+	et.	al.,	2017c,	Qin	et.	al.,	2018	for	more	info.	

Look	out	for	future	Hong;	Howle+	or	Qin	papers	on	ArXiv:	Final	Data	
Release,	Bulk	Flow	and	Shear	moments,	Momentum	Power	Spectrum.	



Cullan	Howle+,	
The	2MASS	Tully-Fisher	Survey	

Northern	Skies	Cosmic	Flows	
19th-21st		Sep	2018	

Conclusions	

Finally,	and	most	importantly,	Fei	Qin	
will	be	on	the	job	market	soon,	so	let	
him	or	me	know	of	any	opportuniMes!	
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Momentum	P(k)	

We	are	using	the	excellent	data	quality	of	2MTF	to	test	a	new	method	for	
extracMng	cosmology	from	PV	surveys.	We	can	measure	the	
‘momentum’	(mass-weighted	velocity)	power	spectrum	from	the	
velociMes	in	the	same	way	as	a	galaxy	redshiP	survey	

2 C. Howlett et. al.

such that

hF p
(r)F p

(r0
)i = 1

A2
[w(r)w(r0

)n̄(r)n̄(r0
)⇠p(r � r0

) + w2
(r)n̄(r)hv2(r)i] (4)

and where n̄(r) is the expected number of galaxies at r, ⇠p(r � r0
) is the radial momentum correlation function, and hv2(r)i is the value of

this at zero-lag. Switching now to Fourier space, we define the multipole moments of the momentum power spectrum in the usual manner

P p
(k) =

X

`

P p
` (k)L`(µ). (5)

and, under the ‘local plane-parallel approximation’ (Samushia et al. 2012; Beutler et al. 2014; Yoo & Seljak 2015), write the momentum
version of the Yamamoto et al. (2006) estimator
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)eik·(r�r0) (6)

where L`(
ˆk · ˆr0

) are the Legendre polynomials, and we average over shells in k-space as represented by the integral over d⌦k. The volume
factor, 1/V arises due to our Fourier transformation convention. Taking the expectation value of |F p

` (k)|2, and making use of Eq. 4
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where we have substituted the momentum correlation function for its Fourier counterpart, the momentum power spectrum P p
(k, r) and

compressed the k-dependent shot-noise term into

Np
` (k) =

Z
d3r w2

(r)n̄(r)hv2(r)iL`(
ˆk · ˆr). (9)

From here, we follow the method of Blake et al. (2018) (Eqs. 13 and 14 therein) and substitute the multipole expansion in Eq. 5 into the
above expression

h|F p
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where

G(k � k0
) =

Z
d3r w(r)n̄(r)ei(k�k0)·r (11)

S⇤
`,`0(k,k

0
) =

1

V

Z
d3r w(r)n̄(r)L`(

ˆk · ˆr)L`0(
ˆk0 · ˆr)e�i(k�k0)·r

. (12)

Finally, in the absence of any window function, the weights and number density must be constant as a function of r. In this case G(k �
k0
) = n̄wV and the orthogonality condition of the Legendre polynomials means S⇤

`,`0(k,k
0
) = n̄w�K(` � `0)/(2` + 1) where �K

is the Kronecker delta. Hence, if we set the normalisation constant to the same value used when estimating the density power spectrum
A2

=

R
d3r w2

(r)n̄2
(r), then in the absence of any window function h|F p

` (k)|2i = P p
` (k) + Np

` (k) and we can formally express our
estimator for the multipoles of the redshift-space momentum power spectrum in the familiar form

cP p
` (k) = |F p

` (k)|2 � Np
` (k) (13)

This completes the formal definition of our estimator for the multipoles of the momentum power spectrum. In practice, when estimating
this from a dataset we use the Fourier-based method of Bianchi et al. (2015) (see also Scoccimarro 2015), replacing the weighted density field
F (r) used in their work with F p

(r) from Eq. 1. For the shot-noise terms, we approximate the momentum correlation function at zero-lag as
a sum over N measurements

hv2(r)i = 1

N

X

N

u2
(r) (14)

In the absence of any errors on the peculiar velocity measurements the expectation of the velocity field is independent of position, and so we
can use all the measurements to evaluate the shot noise term. In practice, the presence of errors on the peculiar velocity measurements adds
a radial dependence to hv2(r)i. A suitable value for this can be obtained by fitting the errors on the data as a function of redshift or distance
(i.e., as in Howlett et al. 2017b), or by averaging over measurements in radial bins.

The obvious similarities between the estimator for the multipoles of the density and momentum power spectra highlight its excellent
potential as a tool for extracting cosmological information from current and future peculiar velocity surveys:

• Codes to estimate the density power spectrum can be trivially modified to also measure the momentum power spectrum, allowing for
efficient measurement of both of these from a survey.

• In a real survey, the measurements of the momentum power spectrum are affected by the survey window function through the convolution
with the G and S`,` terms in Eq. 12, but these terms are identical to those of the density power spectrum and can be evaluated using the same
random catalogue that mimics the survey geometry (see Blake et al. 2018).

MNRAS 000, 1–?? (2018)
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(r)n̄(r)hv2(r)i] (4)

and where n̄(r) is the expected number of galaxies at r, ⇠p(r � r0
) is the radial momentum correlation function, and hv2(r)i is the value of

this at zero-lag. Switching now to Fourier space, we define the multipole moments of the momentum power spectrum in the usual manner

P p
(k) =

X

`

P p
` (k)L`(µ). (5)

and, under the ‘local plane-parallel approximation’ (Samushia et al. 2012; Beutler et al. 2014; Yoo & Seljak 2015), write the momentum
version of the Yamamoto et al. (2006) estimator

|F p
` (k)|2 =

2`+ 1

V

Z
d⌦k

4⇡

Z
d3r

Z
d3r0F p

(r)F p
(r0

)L`(
ˆk · ˆr0

)eik·(r�r0) (6)

where L`(
ˆk · ˆr0

) are the Legendre polynomials, and we average over shells in k-space as represented by the integral over d⌦k. The volume
factor, 1/V arises due to our Fourier transformation convention. Taking the expectation value of |F p

` (k)|2, and making use of Eq. 4

h|F p
` (k)|2i =

2`+ 1

A2V

Z
d⌦k

4⇡

Z
d3r

Z
d3r0w(r)w(r0

)hng(r)ng(r
0
)u(r)u(r0

)iL`(
ˆk · ˆr0

)eik·(r�r0) (7)

=

2`+ 1

A2

Z
d⌦k

4⇡


1

V

Z
d3r

Z
d3r0w(r)w(r0

)n̄(r)n̄(r0
)

Z
d3k0

(2⇡)3
P p

(k0
, r0

)L`(
ˆk · ˆr0

)ei(k�k0)·(r�r0)
+Np

` (k)

�
(8)

where we have substituted the momentum correlation function for its Fourier counterpart, the momentum power spectrum P p
(k, r) and

compressed the k-dependent shot-noise term into

Np
` (k) =

Z
d3r w2

(r)n̄(r)hv2(r)iL`(
ˆk · ˆr). (9)

From here, we follow the method of Blake et al. (2018) (Eqs. 13 and 14 therein) and substitute the multipole expansion in Eq. 5 into the
above expression

h|F p
` (k)|2i =

(2`+ 1)

A2

Z
d⌦k

4⇡

X

`0

Z
d3k0

(2⇡)3
P p
`0(k

0
)G(k � k0

)S`,`0(k,k
0
) +Np

` (k)

�
(10)

where

G(k � k0
) =

Z
d3r w(r)n̄(r)ei(k�k0)·r (11)

S⇤
`,`0(k,k

0
) =

1

V

Z
d3r w(r)n̄(r)L`(

ˆk · ˆr)L`0(
ˆk0 · ˆr)e�i(k�k0)·r

. (12)

Finally, in the absence of any window function, the weights and number density must be constant as a function of r. In this case G(k �
k0
) = n̄wV and the orthogonality condition of the Legendre polynomials means S⇤

`,`0(k,k
0
) = n̄w�K(` � `0)/(2` + 1) where �K

is the Kronecker delta. Hence, if we set the normalisation constant to the same value used when estimating the density power spectrum
A2

=

R
d3r w2

(r)n̄2
(r), then in the absence of any window function h|F p

` (k)|2i = P p
` (k) + Np

` (k) and we can formally express our
estimator for the multipoles of the redshift-space momentum power spectrum in the familiar form

cP p
` (k) = |F p

` (k)|2 � Np
` (k) (13)

This completes the formal definition of our estimator for the multipoles of the momentum power spectrum. In practice, when estimating
this from a dataset we use the Fourier-based method of Bianchi et al. (2015) (see also Scoccimarro 2015), replacing the weighted density field
F (r) used in their work with F p

(r) from Eq. 1. For the shot-noise terms, we approximate the momentum correlation function at zero-lag as
a sum over N measurements

hv2(r)i = 1

N

X

N

u2
(r) (14)

In the absence of any errors on the peculiar velocity measurements the expectation of the velocity field is independent of position, and so we
can use all the measurements to evaluate the shot noise term. In practice, the presence of errors on the peculiar velocity measurements adds
a radial dependence to hv2(r)i. A suitable value for this can be obtained by fitting the errors on the data as a function of redshift or distance
(i.e., as in Howlett et al. 2017b), or by averaging over measurements in radial bins.

The obvious similarities between the estimator for the multipoles of the density and momentum power spectra highlight its excellent
potential as a tool for extracting cosmological information from current and future peculiar velocity surveys:

• Codes to estimate the density power spectrum can be trivially modified to also measure the momentum power spectrum, allowing for
efficient measurement of both of these from a survey.

• In a real survey, the measurements of the momentum power spectrum are affected by the survey window function through the convolution
with the G and S`,` terms in Eq. 12, but these terms are identical to those of the density power spectrum and can be evaluated using the same
random catalogue that mimics the survey geometry (see Blake et al. 2018).
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This	allows	us	to	use	methods	developed	for	RSD	measurements	(tried	
and	tested	over	20	years!)	on	PV	surveys	
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We	can	then	easily	combine	density	and	velocity	field	measurements	
b�8 = 0.678+0.038

�0.037

0.5 0.6 0.7 0.8

b�8

0.2

0.3

0.4

0.5

f�
8

0.2 0.3 0.4 0.5

f�8

f�8 = 0.420+0.045
�0.044

Preliminary	2MTF	measurements	surpass	6dFGS	RSD	constraints!	

PRELIMINARY	


